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Spatial organization of surface nanobubbles and its
implications in their formation process

Henri Lhuissier,a Detlef Lohsea and Xuehua Zhangb
We study the size and spatial distribution of surface nanobubbles

formed by the solvent exchange method to gain insight into the

mechanism of their formation. The analysis of Atomic Force Micros-

copy (AFM) images of nanobubbles formed on a hydrophobic surface

reveals that the nanobubbles are not randomly located, which we

attribute to the role of the history of nucleation during the formation.

Moreover, the size of each nanobubble is found to be strongly

correlated with the area of the bubble-depleted zone around it. The

precise correlation suggests that the nanobubbles grow by diffusion of

the gas from the bulk rather than by diffusion of the gas adsorbed on

the surface. Lastly, the size distribution of the nanobubbles is found to

be well described by a log-normal distribution.
Nano- or micro-gas bubbles oen form on hydrophobic solid
surfaces which are in contact with an aqueous environment.1–5

Their presence has been supported by many experiments,
including measurements by attenuated total reectance
infrared, surface plasmon resonance6,7 and quartz crystal
microbalance.8 At the scale of a single bubble, compelling
evidence also comes from scanning transmission so X-ray
microscopy9 and atomic force microscopy (AFM) imaging
combined with the bubble response to ultrasound,10 degass-
ing11 and pressure reduction.12 Micro- and nanobubbles have
signicant implications for many interfacial processes, such as
catalysis, drag reduction, biomolecular adsorption and surface
erosion,13–20 which have drawn attention for intensive research
to understand their formation and stability mechanism.

Nanobubbles can be efficiently produced by the solvent
exchange protocol.21 This protocol consists of, rst, covering the
surface with gas saturated short-chain alcohol and, second,
replacing the alcohol by water without drying the surface in
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between. Its efficiency may be attributed to the transient and
local gas supersaturation close to the surface, when the alcohol,
having a high gas solubility, is replaced by water, having a lower
gas solubility. This local supersaturation presumably triggers
the nucleation of small gaseous domains, the nanobubbles. The
full dynamics of formation is thought to be faster than a few
seconds.22

However, the mechanisms behind the nucleation and
growth of the nanobubbles and the parameters controlling their
size and number density remain unclear. The liquid environ-
ment during the solvent exchange precludes the possibility of
monitoring the bubble formation by many techniques,
including AFM. In order to gain insight into this dynamics of
formation, we choose here a different approach: combining
AFM imaging with statistical physics, we analyze the terminal
(day-lasting) situation, namely the spatial and size distributions
of the nanobubbles and the possible correlations between
them, and draw conclusions on the formation process from the
obtained statistics. This approach relies on the reported fact
that, although the stability mechanism itself, which we will not
discuss here, is yet unsolved,23–26 once formed, the nanobubbles
can be stable for a long period. In a previous analysis by Borkent
et al., the nanobubbles were found to have either a preferred
radius of 20 nm or two separated preferred radii,27 but the
bubble size distribution was dependent on the bubble genera-
tion method and the correlation between the bubble sizes and
distances was not studied. We use here Voronoi partitions of the
surface around the nanobubbles, as already used in other
contexts in which spatial self-organization plays a role,28,29

especially in which growth and nucleation might compete,30–32

in studying this correlation and drawing conclusions on the
bubble formation mechanism.

The nanobubbles were formed on a smooth hydrophobic
substrate (a silicon wafer coated with a self-assembled mono-
layer of octadecyltrichlorosilane by following the protocol in the
literature7) by the standard solvent exchange method. The
substrate surface was rst covered by distilled ethanol saturated
with air at ambient temperature. The ethanol was then replaced
Soft Matter
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by water without being exposed to air.† Aer the solvent
exchange, the surface was imaged by AFM in tapping mode
(MFP 3D, Asylum Research) to obtain the topography of the
bubbles. On a large scale (typically 100 mm), the surface density
of nanobubbles varied strongly between 0 and more than
100 mm�2, as already reported in various publications,3–5,33 oen
presumably due to spatial variations in the mixing ow on this
scale. We randomly chose areas among those having a large
bubble density (from 10�2 to 100 mm�2) and scanned them.
Each scan covers a square area ranging from 8 � 8 mm2 to 50 �
50 mm2 with a lateral resolution of 1/512th of the square width,
i.e. 6 to 98 nm.

In order to measure the bubble footprint area a and the
bubble-depleted area around each bubble (see Fig. 1), the
images were analyzed with a robust image processing code
(Matlab) whose results were manually checked. The depleted
areas were computed from a tessellation of the surface with
each cell containing a single bubble.‡ Two different tessella-
tions, resulting in two different measurements of the areas,
were performed:

� The rst one is the standard Voronoi diagram based on the
distances to the bubbles’ centers: a cell, with area Avor, contains
all and only those points of the surface which are closer to the
center of a given bubble than to any other bubble’s center (see
Fig. 1(a)).

� The second one, that we call modied Voronoi diagram
(also known as Appolonius diagram), is based on the distance to
the triple contact lines, i.e. boundaries, of the bubbles: a cell,
with area A, contains all and only those points of the surface
which are closer to the boundary of a given bubble than to any
other bubble’s boundary (see Fig. 1(b)).

The second denition is identical to the rst one only if all
the bubbles have the same size. Otherwise, the modied cells
are larger (resp. smaller) for the largest (resp. smallest) bubbles
compared to the standard diagram. Our statistical analysis is
based on the measurements of more than 1400 bubbles from 6
images collected in different experiments. In these experiments,
the temperature of the liquids and substrate, the gas saturation
Fig. 1 Portion of a typical AFM image of the nanobubbles with the
cellular diagram around the bubbles (white lines). (a) Voronoi diagram
based on the distances to the bubbles’ centers (red circles). One
Voronoi cell (cyan), associated with the bubble center marked as a
filled red circle, is shown. It has an area Avor. (b) Modified Voronoi
diagram based on the distance to the bubbles’ triple contact lines (pink
lines). One modified Voronoi cell (cyan), associated with the bubble
footprint colored in pink, is shown. The bubble footprint has an area a,
the cell has an area A.

Soft Matter
of the liquids, and the uid cell geometry, which inuences the
mixing pattern, were similar. We however note that the rate of
replacement of ethanol by water was not controlled, which
might inuence the local gas saturation close to the surface,
and with it nanobubble nucleation.

The obtained statistics reveals important characteristics
about the spatial distribution of the nanobubbles. First, the
bubbles’ centers are not randomly distributed. Fig. 2 shows the
probability distribution function (pdf) of the normalized area
Avor/hAvori of the cells, where hAvori represents the average area
over the image, together with the normalized gamma
distribution

pðxÞ ¼ 343

15

ffiffiffiffiffiffi
7

2p

r
x5=2e�7x=2; (1)

which is expected34 in the case of a random Poisson process of
nucleation, where all the bubbles would appear at the same
time§. It shows that the experimental distribution is much
broader than the gamma distribution, as corroborated by their
respective standard deviations 1.23 and 0.53 (the latter value is
an analytical derivation35). This means that the largest (resp.
smallest) cells are larger (resp. smaller), with respect to the
mean, than expected from a Poisson process.

This observation cannot be explained by discrete chemical or
mechanical heterogeneities of the substrate’s surface, since the
heterogeneities themselves would be expected to be randomly
distributed and would therefore also generate distribution (1). It
can also not be explained by the mixing dynamics of the
solvents generating transient gradients in gas supersaturation
which would inuence the distribution of Avor, since the typical
length scale expected for the gas concentration uctuationsffiffiffiffiffiffiffiffiffi
D= cg

p � 30 mm, where D � 10�7 m2 s�1 and _g � 102 s�1

respectively stand for the diffusivity of ethanol in water and the
typical shear rate during the exchange, is much larger than the
typical distance of 1 mm observed between bubbles of different
Fig. 2 Normalized pdf of the Voronoi cell areas Avor (cf. Fig. 1(a)) and A
(cf. Fig. 1(b)) around the nanobubbles (circles). The dashed line shows
the distribution p(x) from eqn (1) which would be expected for
Avor/hAvori in the case of a random spatial distribution of the nano-
bubbles. h$i denotes the average value over each AFM image. The
experimental pdf is much broader than a random spatial distribution.

This journal is © The Royal Society of Chemistry 2014

http://dx.doi.org/10.1039/c3sm52724g


Communication Soft Matter

Pu
bl

is
he

d 
on

 0
3 

Ja
nu

ar
y 

20
14

. D
ow

nl
oa

de
d 

by
 S

C
D

 U
ni

ve
rs

ité
 P

ar
is

 7
 o

n 
06

/0
1/

20
14

 1
5:

35
:5

2.
 

View Article Online
sizes. We rather think that the extra-broadness of the experi-
mental distribution in Fig. 2 (as compared to eqn (1)) results
from the history of the nucleation process. During their
formation, the growth of the bubbles already nucleated
competes with the nucleation of new bubbles: if some bubbles
nucleate and start growing before (resp. aer) the others, they
are likely to reach much larger (resp. smaller) relative sizes than
in the case where all bubbles would nucleate at the same time.
This qualitative explanation for the extra-broadness of the
distribution is also consistent with Gilbert’s35 mathematical
demonstration that a Poisson nucleation process which is
random both in time and space increases the standard devia-
tion, i.e. broadens the distribution, as compared to eqn (1),
which corresponds to a process random in space only.

Besides the precise mechanisms of nucleation and growth at
play, we observe that the departure from a random location of
the bubbles is clearly related to the variation in their individual
sizes. Fig. 3 shows the normalized size of the Voronoi cells Avor/
hAvori versus the normalized size of the bubbles a/hai. It is clear
from the plot that small bubbles (as compared to the mean) can
have small or large depleted areas, whereas large bubbles can
only have large depleted areas. This is also noticeable in
Fig. 1(a), where small (resp. large) bubbles typically have large
(resp. small) depleted areas, except for those small bubbles
which are next to large bubbles. Note that this correlation is not
a priori obvious: for the standard Voronoi diagram, the area of
the cells only depends on the locations of the bubbles’ centers,
not on their sizes (this is why we plot Avor and not A in Fig. 3).
Fig. 3 therefore demonstrates that the bubbles’ sizes and rela-
tive locations are indeed correlated.

In order to understand this correlation between size and
relative locations, it is actually not relevant to consider the
standard Voronoi diagram. Indeed, if one thinks about the
depleted zone as the zone from which the bubbles took the gas
required for their growth, an equal distance from the bubbles’
boundaries, where the gas escapes the solution, seems to be a
Fig. 3 Normalized Voronoi cell area Avor/hAvori versus normalized
nanobubble footprint area a/hai. More than 98% of the bubbles
measurements (filled circles) lie between the two lines y f x and y ¼
const intersecting at the point with the largest measured a/hai. The
bubbles outside these lines are marked with open circles.

This journal is © The Royal Society of Chemistry 2014
better criterion than an equal distance from the bubbles’
centers to distinguish between the bubble-depleted areas of
neighboring bubbles. The inappropriateness of the standard
Voronoi diagram for the denition of the depleted areas is also
obvious in Fig. 1(a), where some bubbles extend outside their
own cell.

We therefore consider now only the modied Voronoi
diagram and the associated cell areas A. Fig. 4 shows the
absolute areas A versus the corresponding absolute bubbles’
footprint areas a. The areas extend over more than four decades
and it is clear that large bubbles have large cells and vice versa.
This shows a new important point with respect to the normal-
ized values of Fig. 3: not only at the scale of each image, but also
for different images, are the size and relative location of the
bubbles strongly correlated. We emphasize that this correlation
holds for all the images, which were all chosen among the areas
with the largest surface density of nanobubbles, but from
different experiments where the rates of mixing were not
necessarily the same. This suggests a universal mechanism for
the formation of nanobubbles by solvent exchange.

The data in Fig. 4 can be quantitatively understood from a
model assuming that the bubbles grow by absorbing the gas
contained in the bulk liquid around them. Indeed, assuming a
gas-depleted volume around the bubbles which is roughly
hemispherical, i.e. typically as thick (perpendicular to the
surface) as it is wide (along the surface), and a uniform gas
supersaturation yields N¼ cUA for the number of gas molecules
above saturation which where initially enclosed in the cell
volume UA h aAA

3/2 having the shape of a hemisphere with
section A, where c is the gas concentration above saturation and
aA is a geometrical factor.{ If all these molecules collect into the
bubble at the center of the cell, and assuming a contact angle q
independent of the bubble size, one also has N ¼ pUa/kT, where
p, Ua ¼ aaa

3/2,{ k and T respectively stand for the pressure in
the bubble, the bubble volume, the Boltzmann constant and the
temperature. The pressure in the bubble being the sum of the
ambient pressure pa and the Laplace pressure 2

ffiffiffiffi
p

p
sin qs=

ffiffiffi
a

p

Fig. 4 Area A of the modified Voronoi cells versus the area a of the
nanobubble footprints (filled circles). The dashed and plain lines show
eqn (2) with c ¼ 6.1 and 0.9 mol m�3, respectively. The vertical dash-
dotted line shows the transition between small and large bubbles.

Soft Matter
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Fig. 5 Normalized pdf of the normalized nanobubble footprint area a/
hai (filled circles). The line shows the log-normal distribution q(x) from
eqn (3) with the same standard deviation of the logarithm s ¼ 1.10 as
the measurements.
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(due to the bubble interface’s curvature, and therefore
depending on the bubble size a), equating the two aforemen-
tioned expressions for N yields

A ¼
�

1

kTc

aa

aA

�
pa þ 2

ffiffiffiffi
p

p
sin q

sffiffiffi
a

p
��2=3

a: (2)

Eqn (2) is compared to all our data, coming from different
images, in Fig. 4. The dashed line uses the difference of the air
concentrations at saturation in ethanol and water for c,36,37 i.e. c
x 6.1 mol m�3 and q ¼ 165�.38–40 This value of c overestimates
the actual supersaturation during the solvent exchange, since
obviously not all the gas dissolved in ethanol will dissolve in
water. We therefore also plot eqn (2) with c¼ 0.9 mol m�3 (solid
line), the value providing the best t to the data. It follows the
data over the four decades of the measurements. Note that
the rst assumption in our model is not exactly satised since
the bubbles grow isotropically only until they start interacting
with each other. We however think that the distortion from
sphericity cancels on average and is only responsible for the
(asymmetric) dispersion around eqn (2) (which we already dis-
cussed based on Fig. 3). We also think that constant gas
supersaturation and contact angle are the most reasonable
assumptions since, as already mentioned, the gas content of the
ethanol was always the same in the experiments and we only
analyzed the areas with the largest bubble density, and under
the same conditions, the contact angles of neighboring nano-
bubbles are reported to be equal within a few degrees.38–40

Table 1 shows the limiting scaling relationships between a
and A for the volume-growth scenario leading to eqn (2) (right
column), and in addition the alternative relationships (le
column) that would have been expected if the bubbles had
grown by absorbing the gas adsorbed on the surface around
them, rather than the gas contained in the bulk liquid around
them (as our model assumes). This alternative scenario (surface
growth) can clearly be discarded on the bases of Fig. 4.

Lastly, Fig. 5 shows the pdf of the bubble size. It is found to
be well tted by a log-normal distribution

qðxÞ ¼ 1ffiffiffiffiffiffi
2p

p
sx

exp

"
� 1

2

�
ln xþ s2=2

s

�2
#
; (3)

with the same standard deviation s ¼ 1.10 as the experimental
data. The physical reason behind this distribution is unclear to
us. Log-normal distributions naturally arise in sequential frag-
mentation processes.41 They have in particular been observed
for the size of the plumes in buoyancy driven turbulent ow,42,43

as a consequence of the repeated breakage of the largest plumes
into smaller and smaller structures. However, a similar scenario
Table 1 Expected relationships between a and A for small (a � ac ¼
4p sin2 qs2/pa

2 x 0.44 mm2) and large (a � ac) bubbles in the case of
diffusive growth from the surface area A or from the volume fA3/2

Surface growth Volume growth

Small bubbles A f a A f a2/3

Large bubbles A f a3/2 A f a

Soft Matter
producing smaller and smaller structures of gas-rich regions
down to the scale of the nanobubbles is clearly unexpected,

since the smallest size of gas concentration uctuations
ffiffiffiffiffiffiffiffiffi
D= cg

p
is much larger than the typical distances

ffiffiffi
A

p
between the

bubbles, as already discussed above. Log-normal distributions
have also been reported in another nucleation driven process:
for the grain sizes in the re-crystallization of metallic melts,44

but, as far as we know, no physical justication of this obser-
vation has been given.

In summary, the statistical study of the size and spatial
location of surface nanobubbles proved to be an efficient tool
for obtaining information on the mechanism of formation of
the nanobubbles. Nanobubbles’ centers are not randomly
distributed, which means that nanobubbles do interact during
nucleation and growth. The size of each nanobubble is strongly
correlated with its distances from the closest neighboring
nanobubbles. This shows that nanobubbles grow by gas
depletion of their surroundings. The precise correlation actually
suggests that the growth is driven by gas diffusion from the bulk
rather than diffusion from the gas adsorbed on the surface. The
study also yielded the size distribution of the nanobubbles,
whose physical origin however remains unclear to us. Obtaining
more insight into this process will require to understand the
rates of nucleation of nanobubbles, which might also shed light
on the yet unknown mechanism behind their remarkable
stability against dissolution.
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Notes and references
† The pretreatment of water before use was important for reproducibility. Filtered
Milli-Q water by Millipore was rst stored at 4 �C overnight, and before use, a
This journal is © The Royal Society of Chemistry 2014
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small vial of cool water was warmed up to 30–35 �C, and used immediately. To
avoid contamination, glass syringes and metal needles were used instead of
plastic or one-use syringes or needles. The AFM cantilever was cleaned by expo-
sure to UV/ozone for 15 minutes and the AFM measurements were conducted
under ambient conditions.

‡ The background of each image was subtracted and the bubbles were detected by
applying a threshold in the height above the local background level. The bubble
area a was measured from the number of pixels detected in each bubble and its
center computed as the barycenter of these pixels. The results of the processing
were individually checked: all and only those bubbles that could be seen on the
images were detected. We also checked that the area a was essentially indepen-
dent of the threshold, around the value we used. Themeasurements of the bubble-
depleted areas imply that the whole neighborhood of each bubble is analyzed.
These requirements can obviously not be fullled close to the borders of the
images. We therefore considered only those bubbles, the center of which lies
inside a central square with 64% of the area of the full image (we checked that this
yields only valid cell area measurements).

§ Although eqn (1) is not an analytical result but a t to numerical results with the
same form as the analytical result to the one-dimensional case, it is accurate
enough for our present concern.34
{ The geometrical factors aa and aA depend on the volume shapes through the

function f ðqÞ ¼ 4
3

ffiffiffiffi
p

p ð2� cos qÞcos4ðq=2Þ
sin3 q

. For a hemispherical gas-depleted

volume UA and a bubble volume Ua with a spherical cap shape with contact
angle in the gas phase 180� � q x 15�, one has aa/aA x 0.10
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